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Abstract- Machine Learning is concerned with the 

development of algorithms and techniques that 

allows the computers to learn and gain intelligence 

based on the past experience. It is a branch of 

Artificial Intelligence (AI) closely related to statistics. 

By learning it means that the system is able to identify 

and understand the input data, so that it can make 

decisions and predictions based on the data. In this 

paper, a web based comparative analysis of various 

machine learning algorithms (Decision Tree, 

Support Vector Machine, K-Nearest Neighbor, 

Logistic Regression) was design in order to recognize 

accurate model for detecting diabetes disease. 

 

Indexed Terms- Machine Learning, Diabetes 

diseases, Decision Tree, Support Vector Machine, K-

Nearest Neighbor, Logistic Regression. 

 

I. INTRODUCTION 

 

Diabetes mellitus (DM) or just Diabetes is one of the 

most common chronic diagnosed disease that occurs 

as result of the pancreas not producing enough insulin 

or caused by the increase level of the sugar (glucose) 

in the blood when the body cannot effectively use the 

insulin it produces and also a major public health 

challenge worldwide with more than 370 million 

people diagnosed with the disease in 2012 projected to 

reach 439 million in 2030, it is the third leading cause 

of death following diseases of heart and cancer (Lal, 

2016; Mirzajani and Salimi, 2018; Alam, et al., 2019; 

Warke et al., 2019). Machine learning (ML) 

algorithms are characterized by the ability to learn 

over time without being explicitly programmed, 

Diabetes diagnosis have been carried out using 

different machine learning algorithms to predict the 

disease onset for an improved treatment. In this study, 

we used decision tree, random forest and neural 

network to predict diabetes mellitus. The dataset 

consisting of 9 attributes gotten from First Mercy 

Hospital physical examination data in Akure, Nigeria 

was used in the study. 

 

The IDF Diabetes Atlas Ninth edition 2019 provides 

the latest figures, information and projections on 

diabetes worldwide. In 2019, Approximately 463 

million adults (20-79 years) were living with diabetes; 

by 2045 this will rise to 700 million, the proportion of 

people with type 2 diabetes is increasing in most 

countries.79% of adults with diabetes were living in 

low- and middle-income countries, 1 in 5 of the people 

who are above 65 years old have diabetes, 1 in 2 (232 

million) people with diabetes were undiagnosed. 

Diabetes caused 4.2 million deaths. 10% of total 

global expenditure spent on diabetes. More than 1.1 

million children and adolescents are living with type 1 

diabetes, more than 20 million live births (1 in 6 live 

births) are affected by diabetes during pregnancy, 374 

million people are at increased risk of developing type 

2 diabetes 

 

Diabetes causes a lot of damages to different parts of 

the human body some of which are: eyes, kidney, 

heart, and nerves. According to the Centers for 

Disease Control and Prevention (CDCP) information 

were given for the duration of 9 ensuing years that is 

between 2001 and 2009 type II diabetes increased 23% 

in the United States (US). There are different 

countries, organization, and different health sectors 

worry about this chronic disease control and prevent 

before the person death. (Minyechil et al. 2017) 
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The machine learning algorithms can be roughly 

categorized into three types namely supervised 

learning, unsupervised learning and semi-supervised 

learning. The supervised learning algorithms are used 

when human expertise does not exist (navigating on 

Mars), humans are unable to explain their expertise 

(speech recognition). Solution changes in time series 

(routing on a computer function) and to solution needs 

to be adapted to particular cases (user biometrics). The 

supervised learning algorithms are classified into 

different types such as probability-based, function-

based, rule-based, tree-based, instance-based, etc. The 

unsupervised learning is the descriptive type learning. 

This learning is used to describe or summarize the 

data. The examples of the unsupervised learning 

algorithms are clustering, association rule mining, etc. 

The semi-supervised learning is the combination of 

supervised and unsupervised. This study presents a 

diabetes prediction system to diagnosis the diabetics. 

Moreover, the supervised learning algorithm is used to 

train the diabetes predication system for diagnosing 

diabetes. The accuracy of this prediction system is 

improved using pre-processing technique. (Antony et 

al. 2017) 

 

II. MATERIALS 

 

A lot of systems have been developed using various 

machine learning techniques: Vijayakumar, et al. 

(2019) developed a Machine Learning system that 

could predict diabetes over big data from healthcare 

communities. The objective was to develop a system 

which can perform early prediction of diabetes for a 

patient with a higher accuracy. Pre-processing, noise 

removal and clustering were done before the 

classification, SVM (Support Vector Machine) 

classification techniques was used for the 

classification of diabetic and non-diabetic data for 

earlier detection of the diabetes disease. Aminul, et al. 

(2017) developed a system that could predict the onset 

of diabetes using machine learning techniques (SVM, 

Naive Bayes, Logistic Regression). Their objective 

was to detect diabetic patient’s onset from the 

outcomes generated by machine learning classification 

algorithms that is been used. Datasets were collected 

among the Pima Indian female population, the 

prediction of outcome, the patient was classified into 

one of the two categories (tested positive and tested 

negative).  

 

Aakansha, et al. (2017) developed a system that could 

predict diabetes using supervised learning towards 

better healthcare for women. The aim was to detect 

diabetes risk using PIMA Indian Diabetes Data-set. 

Minyechil, et al. (2017) with the aim was to predict 

diabetes disease and compare the algorithms used in 

diagnosis with the intent of picking the best employed 

naïve Bayes, K-nearest neighbor and random forest 

machine-learning algorithms in the prediction using 

dataset obtained from UCI repository PIDD. Basharat, 

et al. (2018) developed a prediction expert system 

using Random forest, Decision tree, Random Stump, 

and Random tree learning algorithm for diagnosis of 

diabetic disease. (Tejas, et al., 2018 and Rabina et al. 

2016) developed diabetes diagnostic systems to 

predict diabetes/juvenile diabetes using machine 

learning techniques. 

 

III. METHODS 

 

The architecture presented in figure 3.0 consist of a 

503 dataset, gotten from a medical institution and 

serve as an interface where users and administrator can 

access diagnostic prediction based on the reqiured 

information and view their result. 
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Figure. 3.0 Architecture for the Predictive Model For Diabetes Disease 

(Adapted from Minyechil, 2017)

 

In the data preprocessing stage, dataset are screened or 

checked for missing values, that is, all missing values 

in the dataset are identified and replaced with a “Null”. 

The trainning set consist of some percentage of  data 

that were initially gathered, and these data were used 

to train the system, using various algorithms which are 

Decision tree, Linear regression, Support vector 

machine and KNN.  The testing set also consist of 

some percentage of the dataset that were initially 

gathered, and this were used to test the sytem, still 

using the same classification algorithms that were used 

to train the system. Individual predicting accuracy is 

displayed and the algorithm with the highest accuracy 

is selected as the best choice, hence considered as the 

algorithm to be finally used to predict any other case. 

 

3.1 Implementation 

At the implementation stage, several component of the 

evaluation system were integrated together, this 

involves the preparation of the resources including 

equipment and personnel with the testing of the 

system.  

 

The design of the system was done using: Python, 

Jupyter Notebook and Microsoft Excel spreadsheet. 

Python was used to write the code for the entire 

system. Jupyter Notebook was the IDE, which is 

Integrated Development Environment, which was 

used to write the machine learning codes. Microsoft 

Excel Spreadsheet was use to analyze, structure the 

data and clean the dataset used. 

 

3.1.1 Data Selection 

The excel spreadsheet interface contains the entire 

database, about 503 patient with 9 attributes and these 

attributes are numerical as shown in Table 3.1 and 

Table 3.2 respectively. (Age, Sex, Blood-Sugar Level, 

FBS/RBS, Tiredness, Frequent Urine, Frequent, 

Thirst, Dizziness and Hereditary) and the result. As 

shown in figure 3.1. 
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Table 3.1 Attribute of dataset 

S/N Name of attributes Type 

1 Age Numeric 

2 Sex Numeric 

3 Values (Mgldl) Numeric 

4 FBS/RBS Numeric 

5 Tiredness Numeric 

6 Frequent urine Numeric 

7 Dizziness Numeric 

8 Frequent Thirst Numeric 

9 Hereditary Numeric 

 

Table 3.2 Analysis of data 

 

Data Value 

Male 1 

Female 2 

FBS 1 

RBS 0 

Yes 1 

No 0 

 

Figure 3.1: Excel Spreadsheet

 

3.1.2 Data processing 

A statistical analysis was carried out with a bar chart 

showing the number of patient with diabetic and the 

number of people without diabetes, the blue bar and 

orange bar with the result zero represent the numbers 

of people without diabetes while those with the result 

one represent the numbers of those with diabetes. As 

shown in figure 3.2. It was proofed from figure 3.3 that 
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the data are clean, that is no missing values were 

found. 

 

  

Figure 3.2 Data Analysis
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Figure 3.3 Data Cleaning

 

IV. THEORY/CALCULATION 

 

4.1 Decision Tree 

A decision tree is a decision support tool that uses a 

tree-like model of decisions and their possible 

consequences, including chance event outcomes, 

resource costs, and utility. It is one way to display an 

algorithm that only contains conditional control 

statements. Decision trees are commonly used in 

operations research, specifically in decision analysis, 

to help identify a strategy most likely to reach a goal, 

but are also a popular tool in machine learning. A 

decision tree is a flowchart-like structure in which 

each internal node represents a "test" on an attribute 

(e.g. whether a coin flip comes up heads or tails), each 

branch represents the outcome of the test, and each leaf 

node represents a class label (decision taken after 

computing all attributes). The paths from root to leaf 

represent classification rules. 

 

 

 

 

4.2 Support Vector Machine 

A support vector machine (SVM) is a machine 

learning algorithm that constructs a hyper plane or set 

of hyper planes in a high dimensional space, which can 

be used  for classification. It is a group of supervised 

learning methods and good separation can be achieved 

by the hyper plane that has the largest distance to the 

nearest  training data points of any class. Sometimes it 

happen that sets are not linearly separable. Kernel 

function improving the SVM and solve dimensional 

and over fitting  problem. 

 

In computing the (soft-margin), SVM classifier is use 

to minimizing expression of the form, as shown in 

equation 1. (wikipedia, 2019). 
1

𝑛
∑ max([0,1 − 𝑦𝑖(𝑤 . 𝑥𝑖 − 𝑏)]  +  𝜆|| 𝑤 ||2)

𝑛

𝑖=1

 -----  (1) 

 

4.3 K-Nearest Neighbour (K-NN) 

k-Nearest neighbour is a simple algorithm but yields 

very good results. It is a lazy, non-parametric and 

instance based learning algorithm. This algorithm can 



© MAY 2021 | IRE Journals | Volume 4 Issue 11 | ISSN: 2456-8880 

IRE 1702728          ICONIC RESEARCH AND ENGINEERING JOURNALS 237 

be used in both classification and regression problems. 

In classification, k-NN is applied to find out the class, 

to which new unlabeled object belongs. For this, a ‘k’ 

is decided (where k is number of neighbours to be 

considered) which is generally odd and the distance 

between the data points that are nearest to the objects 

is calculated by the ways like Euclidean’s distance, 

Hamming distance, Manhattan distance or Minkowski 

distance.  

 

The k-nearest neighbour classifier can be viewed as 

assigning the k nearest neighbours a weight 1/k and all 

others 0 weight. This can be generalised to weight 

nearest neighbour classifiers. That is, where the ith 

nearest neighbour is assigned a weight  𝜔𝑛𝑖 , with  

∑ 𝜔𝑛𝑖 = 1𝑛
𝑖=1  . An analogous result on the strong 

consistency of weighted nearest neighbor classifiers 

also holds. 

 

Let 𝐶𝑛
𝑤𝑛𝑛 denote the weighted nearest classifier with 

weights {𝑤𝑛𝑖}.𝑖=1
𝑛 . Subject to regularity conditions] on 

the class distributions the excess risk has the following 

asymptotic expansion as shown in equation 2 and 3 

(Wikipedia). 

𝑅𝑅(𝐶𝑛
𝑤𝑛𝑛) − 𝑅𝑅(𝐶𝑛

𝐵𝑎𝑦𝑒𝑠
) = (𝐵1𝑠𝑛

2 +  𝐵2𝑡𝑛
2){1 +

𝑜(1)} -----  2 

for constants 𝐵1 and 𝐵2 where 𝑠𝑛
2 = ∑ 𝑤𝑛𝑖

2𝑛
𝑖=1   and 𝑡𝑛

2 

= 𝑛−2/𝑑 ∑ 𝑤𝑛𝑖  { 𝑖1+
2

𝑑 − (𝑖 − 1)1+
2

𝑑 }𝑛
𝑖=1 . The optimal 

weighting scheme {𝑤𝑛𝑖
∗ }.𝑖=1

𝑛 , that balances the two 

terms in the display above, is given as follows: set 

𝑘∗ =  𝐵𝑛4/(𝑑+4). 

𝑤𝑛𝑖
∗ =  

1

𝑘∗  [1 + 
𝑑

2
−  

𝑑

2𝑘∗2/𝑑 { 𝑖1+
2

𝑑 − (𝑖 −

1)1+
2

𝑑 }]  𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑘∗  ------  3 

𝑤𝑛𝑖
∗ = 0 𝑓𝑜𝑟 𝑖 = 𝑘∗ +  1, … , 𝑛. 

 

4.4 Linear Regression 

Linear Regression is a machine learning algorithm 

based on supervised learning. It performs a regression 

task. Regression models a target prediction value 

based on independent variables. It is mostly used for 

finding out the relationship between variables and 

forecasting. Regression is a method of modelling a 

target value based on independent predictors. This 

method is mostly used for forecasting and finding out 

cause and effect relationship between variables. 

Regression techniques mostly differ based on the 

number of independent variables and the type of 

relationship between the independent and dependent 

variables. In statistics, linear regression is a linear 

approach to modeling the relationship between a scalar 

response (or dependent variable) and one or more 

explanatory variables (or independent variables). The 

case of one explanatory variable is called simple linear 

regression. For more than one explanatory variable, 

the process is called multiple linear regression. 

 

Given a data set { 𝑦𝑖 , 𝑥𝑖1, … , 𝑥𝑖𝑝}.𝑖=1
𝑛   of n statistical 

units, a linear regression model assumes that the 

relationship between the dependent variable y and the 

p-vector of regressors x is linear. This relationship is 

modeled through a disturbance term or error variable 

ε an unobserved random variable that adds "noise" to 

the linear relationship between the dependent variable 

and regressors. Thus the model takes the form, as 

shown in equation 4 and 5. (Wikipedia) 

𝑦𝑖 = 𝛽𝜊 + 𝛽1𝑥𝑖1 +  … + 𝛽𝑝𝑥𝑖𝑝 +  ϵi =  xi
Tβ + ϵi ,  --

----  4 

𝑖 = 1, … , 𝑛, 

𝑦 = 𝑥𝛽 + 𝜖  ------ 5 

 

Where, 

𝑦 =  (
𝑦1
𝑦2
⋮

𝑦𝑛

),      𝑥 =  (
𝑥1

𝑇

𝑥2
𝑇

⋮

𝑥𝑛
𝑇

)   =

 [

1 𝑥11 …
1 𝑥21 …

⋮
1

⋮
𝑥𝑛1

⋱
⋯

    

𝑥1𝑝

𝑥2𝑝

⋮
𝑥𝑛𝑝

],   β =  (
𝛽1
𝛽2

⋮
𝛽𝑛

) ,  𝜖 =  (
ϵ1 
ϵ2 

⋮
ϵn 

). 

 

V. RESULT/DISCUSSION 

 

Detection of Diabetes Mellitus in its early stages is the 

key for treatment. This work has detailed machine 

learning approach to predicting diabetes diseases. This 

project was developed as a web based comparative 

machine learning model to predict diabetes diseases 

for patient. 

 

The system is driven by a particular Machine learning 

algorithm, proven to be the best among all other 

machine learning (SVM, KNN, Linear regression, 

Decision Tree) techniques. This system can be 

accessed and used by medical practitioners, patients, 

and other individual that might want to know their 

health status as regards diabetes. 
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The result indicated that linear regression and 

Decision Tree assured an accuracy of 100%, Support 

Vector Machine (96.6%) and KNN (92.7%). 

 

CONCLUSION 

 

Machine learning has the great ability to revolutionize 

the diabetes prediction with the help of availability of 

large amount of genetic diabetes dataset. Detection of 

diabetes in its early stages is the key for treatment. 

 

There is no cure for diabetics but early detection can 

reduce the long-term complications and reduce the 

cost. Millions of people in the world have diabetes 

without knowing, the ability to predict diabetes early 

plays an important role for the patient’s appropriate 

treatment strategy. However, the correct prediction 

accuracy of current machine learning algorithms is 

often low. Linear Regression and Decision tree 

performed the best among all. It predicted whether an 

individual was diabetes positive or not. 
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